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Abstract

We have simulated an odor ligand’s dynamic behavior in the binding region of an olfactory receptor (OR). Our short timescale
computational studies (up to 200 ps) have helped identify unprecedented postdocking ligand behavior of ligands. From in vacuo
molecular dynamics simulations of interactions between models of rat OR I7 and 10 aldehyde ligands, we have identified a
dissociative pathway alongwhich the ligand exits and enters the OR-binding pocket—a transit event. The ligand’s transit through
the receptor’s binding region may mark the beginning of a signal transduction cascade leading to odor recognition. We have
graphically traced the rotameric changes in key OR amino acid side chains during the transit. Our results have helped substantiate
or refute previously held notions of amino acid contribution to ligand stability in the binding pocket. Our observations of ligand
activitywhen compared to those of experimental (electroolfactogram response)OR-activation studies provide a view to predicting
the stability of ligands in the binding pocket as a precursor to OR activation by the ligand.
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Introduction

An olfactory receptor (OR) is a G protein–coupled receptor

(GPCR)—a superfamily of proteins identified by seven trans-

membrane (TM) helical domains connected by intracellular

and extracellular loops. GPCRs respond to extracellular stim-

uli with a wide range of intracellular and intercellular func-
tions (Ji et al., 1998; Muller, 2000). The interactions of the

odor ligands with ORs in the olfactory epithelium result in

a signal transduction cascade, a key step in olfactory sensory

perception (Shepherd, 1995).

After the publication of early drafts of the human genome

(Lander et al., 2001; Venter et al., 2001), four groups have

independently identified human ORs (Glusman et al.,

2001; Zozulya et al., 2001; Niimura and Nei, 2003; Malnic
et al., 2004). ORs from the mouse genome were also identified

(Young et al., 2002; Zhang and Firestein, 2002; Godfrey et al.,

2004). More recently, work has also been done in identifying

dog ORs (Quignon et al., 2003; Olender et al., 2004b; Parker

et al., 2004). The Olfactory Receptor Database (ORDB)

(http://senselab.med.yale.edu/senselab/ordb) and its com-

panion website OdorDB (http://senselab.med.yale.edu/sense-

lab/odordb) list OR gene sequences for more than 35

organisms, in addition to a list of functionally characterized

ORs (by odors).

Experimental odorant binding to ORs

Electroolfactograms (EOGs) and calcium imaging techniques

are typically used to functionally characterize odor–OR inter-

actions. Malnic et al. (1999) used calcium imaging studies to

study the activation of a set of 14 mouse olfactory neurons

to a combinatorial panel of odors of functional groups: alco-
hols, carboxylicacids,bromo- and dicarboxylicacids ofcarbon

chain lengths varying between five and nine, and at varying

concentrations. Araneda et al. (2000) also used EOGs to iden-

tify the responses of rat OR I7 to a panel of 90 odors. Their best

results were obtained for eight-carbon atom chain aldehydes.

Other functional activation studies have shown that phenylic

aldehydes and ketones activate mouse OR M71 (Bozza et al.,

2002) and the activation of mouse OR OR912-93 follows bind-
ing by 2-heptanone and 3-heptanone (Rouquier et al., 1999).

Luu et al. (2004) have shown that key receptor residues are

responsible for interacting with amino acid odor ligands in
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zebra fish and goldfish. Recent reports have pointed to ORs

that are broadly tuned versus those whose responses are re-

stricted to a few odors (Sanz et al., 2005).

Katada and coworkers have carried out comprehensive

functional analyses of mouse receptors activated by lyral,
eugenol, vanillin, and ethyl vanillin. Their experimental,

modeling, and docking studies have shown that ligand

dimerization contributes to inhibition or competitive antag-

onism (Katada and Touhara, 2004; Katada et al., 2005).

Additionally, Shirokova et al. (2005) have recently shown

that the type of G protein in the transduction cascade plays

an important role in determining whether an odor will be an

agonist or an antagonist.
We use a model of rat I7 (ORL11 in ORDB; entry M64386

in GenBank) OR in our studies. Rat I7 had been previously

functionally characterized as responsive to octanal (eight-

carbon atom chain aldehyde group) (Krautwurst et al.,

1998; Zhao et al., 1998). Of all the odor molecules tested,

rat I7 is known to be activated only by straight-chain alde-

hydes of length ranging between seven and nine carbon

atoms. Mouse I7, which has very high sequence identity with
its rat homolog but has a key residue mutation (V206I) that

complements the shortage of one methyl group between

octanal and heptanal, was earlier shown to be activated only

by heptanal (Krautwurst et al., 1998). However, Bozza and

coworkers (2002) later showed that both heptanal and octa-

nal activated rat and mouse I7, experimentally. Hall et al.

(2004), from theoretical binding-energy calculations follow-

ing computational docking of these ligands in the receptor,
confirmed these findings.

Most studies of functionally characterized ORs show that

the binding region interactions are governed in part by one

or more electrostatic interactions between the charged func-

tional group and a residue on the OR TM domains. Addition-

ally, van der Waals interactions also support the ligand’s

presence in the OR-binding region. Uchida et al. (2000) agree

with the view that functional groups and additional non-
bonded interactions are two determinants in activation. With

both mouse and rat I7, the lysine on residue 164 on TM4 likely

forms a Schiff base with the carbonyl oxygen of the aldehyde

(Singer, 2000). Correlated mutational analyses showed that

Lys164 and Asp204 were critical to ligand binding (Singer

and Shepherd, 1994). In OR912-93, a histidine on TM4 finds

itself in a position similar to K164 on TM4 and is likely the

primary locus of electrostatic interactions. A similar interac-
tion is found in rhodopsin where a lysine (TM7) is the primary

covalent interaction with its sole activating ligand, retinal

(Nakayama and Khorana, 1991). The role of a counter

ion, that is, the role of Asp204, is played by a glutamate res-

idue on TM3 (Sakmar et al., 1989) of rhodopsin.

The need for modeling studies

The first model of rat OR I7 was created by Singer (2000).

We used this model in our studies. A description of the cre-

ation of this model appears in Materials and Methods.

Singer (2000) also studied the docking and short timescale

dynamics of aldehydes of varying chain lengths in the

I7-binding pocket. Lys164 and Asp204, and to a lesser extent

F262, were identified as key determinants in binding (and

perhaps activating) I7. Results suggested that the carbonyl

oxygen of octanal tended toward the formation of a Schiff

base with the Lys164 nitrogen atom. Singer (2000) also iden-

tified competitive binding between the ligand oxygen and as-

partate (D204) oxygen atoms toward the K164 nitrogen.
Except for bovine rhodopsin, no GPCR has been structur-

ally characterized (Palczewski et al., 2000). The most recent

rhodopsin structure has a resolution of 2.2 Å (Okada et al.,

2004). The lack of a crystal structure makes OR–odor dy-

namic modeling challenging. Attempts to computationally

elucidate OR structures thus far have involved homology

modeling (Man et al., 2004), which uses bovine rhodopsin

as a structural template, ab initio techniques (Vaidehi et al.,

2002), or the creation of idealized canonical helical domains

from diffraction-derived rhodopsin electron densities. Previ-

ous, related studies have described stable odor docking con-

figurations (Floriano et al., 2000, 2004; Vaidehi et al., 2002).

ORs are activated following binding with odor molecules.

The binding pocket of ORs has been established from pre-
vious experimental studies supported by computational

studies—the latter provide a view of the odor–OR interaction

at the molecular level (Singer, 2000; Floriano et al., 2004).

OR–odor interactions are complicated: many odors acti-

vate one receptor, and vice versa (Floriano et al., 2000; Hall

et al., 2004). The discriminatory nature of ORs toward odor

molecules (being able to identify several thousand odors with

far fewer functional receptors) further complicates the iden-

tification of a mechanism for olfactory perception.

In order for OR activation to occur, therefore, as a first

step, an odor ligand interacts with the OR-binding pocket,
activates the OR, initiating the signal transduction cascade,

and then departs from the receptor-binding region, inactivat-

ing the OR. There is currently no study that identifies the

activation–inactivation of ORs at a molecular level. Little

is known of interactions of the ligand with ORs at longer

timescales. Even less is known of the ligand’s transit through

the OR-binding region during OR activation. These studies

discussed specific interactions of ligands with key binding-
pocket amino acid residues, which mediate ligand–receptor

binding and selectivity. Clearly then, longer timescale simu-

lations of ORs and odors are needed. Increasingly available

information necessitates efforts to understand the mecha-

nism of olfaction at the molecular level.

Araneda et al. (2000) tested the activities of 90 ligands with

rat I7 via EOG recordings after expressing OR I7 from ol-

factory sensory neurons. In further studying a narrower list
of 10 aldehydes, they reported results that for OR activation

molecular length, functional group and level of unsaturation

in the carbon chain of the ligands was critical. We use models

of 10 aldehyde ligands (chemical names of these compounds
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are identified in Materials and Methods) experimentally

studied by Araneda and coworkers (2000) in our studies.

Our simulations allow visualization of the ligand’s behavior

in the I7’s binding pocket. Using these, we can compare how

ligand stability (based on size and chemical character) might
dictate OR activation.

Through our observations from molecular dynamics sim-

ulations of 10 odor ligands with the most studied and one

of the first-identified OR, rat I7 (Buck and Axel, 1991), we

identified a transit—dissociative—pathway within the OR’s

binding region and key amino acid residues that facilitated

this transit. Additionally, our observations reveal certain

trends in binding that correlate well with experimental
results of EOG studies of I7 OR activation. Our computa-

tionally derived results will serve as predictors of OR–odor

interactions.

Materials and methods

We carried out computational (molecular dynamics) OR–

ligand simulations for longer durations than had been carried
out previously to address the following key issues related to

ligand binding: (1) substantiate or repudiate previously held

notions of binding in terms of specific amino acid contribu-

tions, (2) recognize if short-term interactions and static dock-

ing configurations are sustained over longer time periods, (3)

identify a pathway by which the ligand enters and leaves the

OR-binding region—a transit pathway, (4) identify how (and

which) amino acid residues in the binding pocket facilitate this
transit event, and (5) predict, if possible, whether ligand sta-

bility in the OR-binding pocket can be compared to experi-

mental OR activation leading to olfactory perception.

OR model used in this study

The OR model used in this study is one of the rat ORs, I7
(Singer, 2000), one of the first ORs cloned and identified (Buck

and Axel, 1991). Singer (2000) created this OR model using

a 7.5-Å resolved electron diffraction structure (Schertler,

1998) of rhodopsin. We summarize here the steps that were

taken in creating this model. A detailed description of the

model creation, docking, and preliminary dynamics results,

which also include a rationale for the model-creation method-

ology (experimental support for modeling strategies) can be
found in Singer (2000). Singer used hydrophobicity moments

to identify the helical TM regions from rat I7’s primary struc-

ture. Canonical helices were then created, and the energy of

each helix was individually minimized. Each side chain on the

helices was cast in its lowest energy conformation by accessing

a rotamer library. TM domains were assembled by position-

ing these helices by using the electron diffraction–derived den-

sities for rhodopsin while setting a dielectric constant (equal to
1) to mimic the surrounding membrane. The helices were then

rotated to preserve the hydrophobicity construct of a GPCR

assembly; that is, hydrophobicity moment was pointed di-

rectly away from the TM assembly. The entire structure thus

created was then energy minimized and refined using molec-

ular dynamics.

Validation of I7 model to match the high-resolution

structure of rhodopsin

Singer (2000) validated the above methodology by construct-

ing a bacteriorhodopsin model and comparing it favorably

to bacteriorhodopsin’s crystal structure [2BRD in the Pro-

tein Data Bank (PDB)] (Goto and Iwamoto, 1997) with

acceptable root mean squared deviations (RMSDs).

We have revalidated the structure of our model, comparing
it to the currently available highest resolution structure of

rhodopsin, a 2.2-Å resolved X-ray diffraction structure by

Okada et al. (2004) [1U19 in the PDB]. Since our I7 model

lacks loops, the rhodopsin structure–PDB file was edited to

contain only the TM regions. The homology modeling soft-

ware Modeller8v2 (Marti-Renom et al., 2000) was used to

perform the superimposition of the backbone atoms for each

of the seven TM helices. The computed positional RMSD
was 2.2 Å. The rhodopsin X-ray crystallographically derived

structure also shows kinks, which are artifacts of its primary

structure. The idealized helices in our model ignore these

kinks, which would include rhodopsin structure–specific fea-

tures and influence the structure. Figure 6 describes the two

superimposed structures.

Docking

We built 10 ligand models whose binding results had been

studied experimentally (Araneda et al., 2000). Each ligand

was docked in thebinding pocketof theOR.Thiswas followed

by dynamic simulation of the system for up to 200 ps. The

ligands: n-octanal, trans-2-octenal, 2-octynal, trans,trans-

2,4-octadienal, tetrahydrocitral (3,7-dimethyloctanal), 7-
methyloctanal, 3-methyl-4-(4-methyl-cyclohexyl)-propanal,

citronellal (3,7-dimethyl-6-octenal), citral (3,7-dimethyl-2,6-

octadienal), and 2,5,7-trimethyl-2,6-octadienal were con-

structed using the InsightII suite of software (http://www.

accelrys.com/insight/). Ligand conformational energies were

minimized using the Discover module in InsightII. We added

hydrogen atoms to our I7 OR model to create a system of pH

7.0. Atomic charges were assigned using consistent valence
force field (CVFF).

We used DOCK (Gschwend and Kuntz, 1996; Gschwend

et al., 1996) to identify the ideal binding configurations of the

ligands in the binding pocket of the I7 OR. Using every atom

in the OR model, the DMS (dot molecular surface) module

(Richards, 1977) was used to calculate a solvent-accessible

molecular surface area for the I7 model, and DOCK’s

SPHGEN (SPHere GENerator) module identified cavity site
points in the receptor. Only spheres associated with I7 atoms

that represented biologically relevant docking regions were

retained for final docking. We discarded spheres that were

Structural Activation Pathways 783

 by guest on O
ctober 3, 2012

http://chem
se.oxfordjournals.org/

D
ow

nloaded from
 

http://www.accelrys.com/insight/
http://www.accelrys.com/insight/
http://chemse.oxfordjournals.org/


inaccessible to the extracellular surface of the OR; these

spheres were structurally ‘‘below’’ the TM3 and TM4 cross-

over plane in the I7 model. This strategy does not spatially

impact docking; it also saves time and computational re-

sources. GRID, another module in DOCK, was used to
generate force fields and interaction parameters to compute

intermolecular binding. DOCK used spheres that were

retained to compute spatial restraints based on van der

Waals interactions. Flexible_Ligand a module in DOCK

allowed the modification of torsion angles in the ligand.

Ligand positioning in DOCK is spatial. It is based primar-

ily on van der Waals interactions and energy calculations

from assigned force fields. DOCK scores docking conforma-
tions on an increasing docking energy scale. Additionally,

DOCK allows users to recognize polar regions in molecules

by upscaling the electrostatic component of the interatomic

interactions. The highest scoring (lowest energy) docked

configuration was selected for molecular dynamics simulation

studies. For every ligand tested, the lowest energy-docking

configuration tethered the Lys164 basic nitrogen to the alde-

hyde carbonyl oxygen in support of Singer’s (2000) conten-
tion of the Lys164–octanal interaction based on correlated

mutational analysis.

Molecular dynamics simulations

Each docked system was introduced into the InsightII Dis-

cover module. Ligand–OR system energies were minimized
using a conjugate gradient and CVFF. In order to preserve

the integrity of the helical regions, the positional parameters

of alpha-carbon atoms in the helical domains were re-

strained. While introduction of a simulated bilayer (Vaidehi

et al., 2002) results in a more realistic representation of the

membrane OR protein system, we believe that it influences

neither the nature of docking (restricted to the binding

pocket) nor the OR–ligand binding energies—the latter
are used to establish levels of OR activation (Floriano

et al., 2004). Allowing dynamic motion for every atom of

the bilayer in the simulation would add time and consume

considerable computational resources, which in our

work—10 simulations of I7-ligand systems—is forbidding.

Fixing the positional parameters of the alpha-carbon atoms

and the terminal amino acids of each helix preserves the in-

tegrity of the helical domains and the binding pocket, yet
provides unrestricted movement for the amino acid side

chains. Introducing a bilayer would preclude the necessity

to constrain the alpha-carbon atoms of the TM domains.

Each ligand–OR simulation was performed for durations be-

tween 100–200 ps at 300 K with 100 fs of equilibration time.

During simulation, trajectories were stored every 10 fs. Rel-

evant distances (between amino acids and ligands) required

to identify rotameric behavior of amino acids were traced and
graphed as the simulation proceeded. Graphical data were

acquired in InsightII and postprocessed using Microsoft Ex-

cel and Ploticus (http://ploticus.sourceforge.net). The graphs

in Figures 3–5 and the supplemental information available

online (http://senselab.med.yale.edu/senselab/OR-model)

depict the behavior of the ligand with respect to key amino

acid residues in the binding pocket over the duration of the

simulation. The graphical traces are of distance or angle
changes in amino acids with ligand motion during the simu-

lation. The blue lines in the graphs represent positional

changes. The orange characteristics overlaying the blue lines

are a measure of the moving averages every picosecond.

Moving averages smooth out random peaks that result from

high-frequency conformational fluctuations. They also help

to identify characteristic behavioral trends.

The positional parameters at every time step (in PDB for-
mat) were rendered using the visualization program Pymol

(http://pymol.sourceforge.net). These files were used to cre-

ate movies of the simulations. The total energy of the system,

resolved into van der Waals and Coulombic energies calcu-

lated at every time step of the simulation were also graphed.

These energy graphs for the simulations of I7 with octanal

(experimentally known to activate I7 strongly) and I7 with

2,5,7-trimethyl-2,6-octadienal (a nonactivator) are described
in Figures 7 and 8. The graphing methods used are the same

as for traces of positional changes: dark blue lines trace the

energies at for every time step; orange lines show moving

averages. In Figures 7 and 8, the distance graph between

the ligand carbonyl oxygen and Lys164 nitrogen is reintro-

duced to provide a perspective on how the system energy

changes as the simulation proceeds—especially during the

transit peaks.
For each of the 10 ligands, the supplemental information

includes links to the PDB-formatted positional parameters

of the ligand docked in the receptor-binding pocket (energy

minimized position), figures depicting the ligand in its initial

docked position, the ligand in its maximum (exit) displace-

ment from the energy-minimized docked (EMD) position,

graphs of relevant rotameric changes in key amino acids

as the simulation proceeds, and graphs of energy calculations
during the simulation and a link to a movie (MPEG) of the

ligand during the exit event.

Results

Transit event

Our simulation results for 10 ligands (from a docked posi-

tion) with the rat OR I7 show that, within the limits of

our model and simulation parameters, the ligand is associ-

ated with a ‘‘transit event’’ along an exit (and possible entry)

pathway. Movies of most of the simulations show that the

ligand backs away from its primary electrostatic tether with

Lys164 toward an opening on the extracellular side of the

receptor. We define the transit event as follows. The ligand
backs away by at least 1 Å (for most ligands, more than

2.0 Å) from its EMD position and its electrostatic interaction

with the Lys164 (TM4).
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We quantified an exit as the ligand carbonyl oxygen atom’s

greatest RMSD from its starting energy-minimized position.

The transit event correlates with structural changes in the

binding pocket. The interaction between Asp204 and

Lys164 increases, decreasing their interresidue distance.

The dihedral angle between the planes of the two carboxylic

groups of the aspartate residue also changes to maximize its

interaction with the Lys164 amine. The ligand distance from

Val285 in the ‘‘rear’’ of the binding pocket decreases com-

mensurately.

Figure 1a (EMD position) and b (maximum displacement

from EMD position) show the initial and transit event con-

figurations for octanal in the binding pocket of I7. The top–

down perspective shows an opening, despite the close

packing of receptor atoms. Figure 1b shows the ligand (in

its exit position) nearer to this opening, indicating that the

exit or dissociative path leads to this opening. This is line with

the exit pathway from the electrostatic carbonyl–Lys164

interaction. Figure 2 shows the same transit pathway (for

octanal) from a side-view perspective with both the EMD

position (blue) and the position of maximum distance from

Lys164 (orange). The arrows in Figure 2 show the potential

exit path from the receptor.

Figure 3 traces the ligand (carbonyl oxygen) and Lys164

nitrogen atom distance over the course of a simulation for

all 10 ligands. The peaks which depict the transit event

are broad. The periodicity of the peaks, however, does

not follow any particular trend. This is despite doubling

the simulation time for some ligands. Sharper peaks indicate

high-frequency conformational changes, which the ligand

and residues constantly undergo during the simulation.

The amplitudes of exit peaks do not necessarily depict the

maximum ligand displacement from K164.

Response of amino acids in the OR-binding pocket

during simulations

Graphs in Figures 4 and 5 depict the position and angle

changes in key residues of I7’s binding pocket during simu-

lations with two ligands: n-octanal and 2,5,7-trimethyl-2,6-

octadienal. Experimental results (Araneda et al., 2000) have

shown that the former is a strong activator for I7, while the

latter does not activate the receptor at any concentration. Sim-

ilar graphs for simulations involving the other eight ligands

are available online with the supplemental information.

In Figures 4 and 5, the first graph traces the ligand–Lys164

distance. Peaks in the graph indicate (though not always)

transit events marked by increasing distance between the li-

gand carbonyl group and the Lys164. The next graph traces

the distance between the terminal carbon atom (atoms if the

terminal is branched) and V285, opposite to K164 in the

binding pocket. To test Singer’s (2000) assertion of compet-

itive binding, the dihedral angle of the aspartic acid would

change to engender an electrostatic interaction with the

cationic amine of K164. The third graph traces this angle

change. Graphs that trace the RMSD displacements of

the carbonyl oxygen atom from the minimized position of

the ligand in the binding pocket prior to the simulation

run follow. The positions of the phenylalanines F205

(TM5) and F262 (TM6) have given rise to conjectures that

their phenyl rings act as ‘‘lids’’ over the binding pocket, pre-

venting the premature exit of the ligand. Figures 1a,b and 2

show that the phenylalanine contributions to the exit are in-

direct at best. F262 was one of the sites identified by Singer

and Shepherd (1994) as having a marginal contribution to

ligand binding. The last two graphs trace the motion of

the phenyl rings of F205 and F262.

Figure 1 (a) A top–down view of the octanal ligand (red) in a space-filling view of rat OR I7. The ligand is in its EMD position. (b) A top–down view of the
octanal ligand in its maximum displacement from the electrostatic tether with Lys164 of I7. The space-filled view indicates that at the point of maximum
displacement, the ligand is poised in front of an opening on the extracellular side of the receptor.
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Ligand behavior during simulations

From the graphs for every simulation, a composite of ligand

behavior begins to emerge. The trends from these interac-

tions, with regard to ligand stability in the binding pocket

and OR activation, can be compared to experimental results

(Araneda et al., 2000). The figures and movies representing

the transit events and the graphs of the simulation are at

http://senselab.med.yale.edu/senselab/OR-Model. What fol-
lows is a description of binding trends during the simulations

based on the structures of each ligand. The graphs of the

interactions of amino acid residues with the ligand provide

a view to the stability of the ligand in the binding pocket.

N-octanal, trans-2-octanenal, and 2-octynal are dissimilar

only in the degree of unsaturation. Two transit peaks are ob-

served for each ligand. The experimental results indicate that

the activation strengths decrease with increase in unsatura-
tion. The graphs for octynal indicate that the first peak is not

a transit peak because the Lys164–ligand distance increase is

not accompanied by a decrease in Lys164–Asp204 distance.

The movie shows that at this peak, the ligand undergoes

a conformational adjustment. This increases the distance

between the ligand and Lys164. The second peak, however,

meets the criteria for a transit event. Ligand oxygen RMSD

displacements are consistent with a transit event for all three
ligands. The phenylalanines, F205 and F262, show strong

displacement, but their motions are correlated with each

other than with the exit event. The movies indicate that

F205 and F262 are not in the exit path. Their displacements,

while lagging behind transit events, indicate that these amino

acid residues move away from the exit path to make the exit

sterically feasible.

Figure 2 A side view (helical domains in the line of sight have been ren-
dered transparent) of the exit positions. The blue stick figure is the ligand
in the EMD position. The orange figure is the maximum displacement from
EMD. The filled arrow shows the displacement path from the ligand’s EMD.
The empty arrow indicates a potential exit pathway. It points to an opening in
the extracellular side of the receptor.

Figure 3 Trace of the Lys164 nitrogen atom and the ligand carbonyl oxygen
atomasthesimulationproceedsforevery ligandstudied.Theorangeoverlaying
characteristics are moving averages calculated at 100 fs. Typically, peaks are
indicators of exit events, where the ligand attempts to exit the receptor.
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Similar behavior is observed in F205 and F262 during the

simulation of trans,trans-2,4-octadienal. EOG responses

indicate that this ligand is the strongest activator for I7

(Araneda et al., 2000). Two peaks are observed during the

simulation. The true transit peak is observed at ;70 ps;

the first is not a true transit peak—as previously defined.
When methyl groups are added to octadienal as in the case

of citral (3,7-dimethyl-2,6-octadienal), the bulky groups at

the carbon chain termini and the restricted rotation due

to the double bonds prevents the ligand from stabilizing

Figure 4 Distance and angular behavior in key amino acids in the OR-
binding pocket over the course of simulation of the OR–n-octanal system.
This ligand strongly activates I7.

Figure 5 Distance and angular behavior in key amino acids in the OR-
binding pocket over the course of simulation of the OR–2,5,7-trimethyl-
2,6-octadienal system. This ligand does not activate I7.
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in the binding pocket. The movie and the graphs indicate

that the ligand tries to exit almost immediately and spends

most of the simulation time displaced from its electrostatic

tether with Lys164. Toward the end of the simulation, the

ligand finds a more stable conformation and enters the bind-

ing pocket. But an attempt to exit does not follow the exit

path observed for the ligands that have been experimentally
observed to activate the I7 OR. The movie shows that the

ligand burrows deeper into the binding pocket. Experimental

results indicated that citral minimally activates I7 and only

when it is used in significantly higher concentrations than

other ligands.

On addition of one more methyl group, the bulkiness

and unsaturation prevents the ligand 2,5,7-trimethyl-2,6-

octadienal from fitting in the binding pocket. Experimen-

tally, this ligand does not activate I7 at even very high

concentrations. During docking, this ligand was forced into

the binding pocket at higher docking energies than the other
ligands. The movie indicates that the ligand puckers and is

occasionally positioned vertically in the binding pocket.

Similar puckering and a vertical configuration are observed

in 3-methyl-4-(4-methyl-cyclohexyl)-propanal from steric

repulsions due to a six-member ring in the carbon chain. This

ligand also activates I7 poorly. The movie for this simulation

indicates that none of the peaks in the graphs coincide with

exit events.

For ligands with a methyl substituent on the terminal car-

bon atom such as citral, distance traces for this methyl car-
bon (designated C7-M) are also included in the graphs.

Tetrahydrocitral (3,7-dimethyloctanal) is one of the stronger

activators of I7 (Araneda et al., 2000). At docking, this li-

gand, which has two methyl groups and can freely rotate

along the axis of the carbon chain due to an absence of unsa-

turation, docked more vertically. Two transit events (peaks)

are observed. The exit events are relatively not as long lived

as those for other ligands because as soon as the 3,7-

dimethyloctanal backs off from its EMD position, the pres-

ence of an additional terminal methyl substituent is repelled

causing the ligand to quickly regain its EMD position. For
7-methyloctanal and citronellal (3,7-dimethyl-6-octenal),

which are both good activators, one definitive transit peak

is observed. Because of the free rotation in the former, the

terminal C8 carbon atom behaves differently from C7-M.

For dimethyloctanal, after the first peak, the other smaller,

random peaks during the rest of the simulation do not depict

exit events. During the citronellal simulation, F205 shows a

positional change at the end of the transit event and remains

in that position till the end of the simulation. The movie of

this simulation shows that at 100 ps, the ligand abruptly

changes position and is thus stabilized for 10 ps. No corre-
lated positional changes are seen in other amino acids mon-

itored during the simulation.

The movies of the simulations indicate that the phenylal-

anine rings while not in the exit path do perform a lidlike

motion. These positional changes in the phenyl rings are

to facilitate the movement of the ligand by minimizing steric

repulsion from the aromatic electron cloud.

Energy calculations during simulation

The total energy of the OR–odor system was traced during

each of the 10 simulations. Energies were traced in order to

ensure that the exit events were not associated due to system

destabilization due to increased energy. The electrostatic in-

teraction between Lys164 and the octanal carbonyl group

has been implicated as a primary interaction. Therefore,

the Coulombic and van der Waals components of the total

energy were graphed separately. The exit peaks in the
Lys164–odor distance graph are also plotted. Figures 7 and

8 show the energy traces for octanal and 2,5,7-trimethyl-

2,6-octadienal. In all but one case, the energy graphs show

increasingly lower energy as the molecular dynamics simula-

tions involve energy stabilization. Similar energy graphs for

the other ligand are available on the OR-Model web page.

The characteristics of the total energy graphs are strongly

weighted toward Coulombic interactions, while the van der
Waals interactions are relatively stabilized. The Coulombic

interactions show very small (and mostly insignificant) peaks

that coincide with the exit events. But no significant instances

of destabilization of the system can be found to coincide with

the exit events. The flatness of the graphs after 100 ps indi-

cates that our OR–odor system is stabilized. Only the energy

graphs for citronellal are associated with a significant drop

in energy at the beginning of a well-defined (in graphs and
movies) exit peak. The energy during the exit peak however

remains steady. This energy does not change for the duration

of the simulation.

Simulations for octanal, octanal, and octynal were carried

out for 100 ps. As mentioned previously, each shows two exit

peaks. The energy at the simulation temperature, however,

shows that 100-ps simulation time is insufficient for complete

energy stabilization of our OR–odor system. The remaining
seven simulations were carried out for twice that time.

Discussion

Our work has been carried out using the first published

computational model of rat I7 (Singer, 2000). Barring the

availability of an OR crystal structure, the only structurally
comparable aspects of all GPCRs are helical TM domains.

Our I7 model replicates the TMs—helical densities are ade-

quately resolved even from low-resolution electron densities

and include amino acid side chains in energetically stable

conformations. As described in Materials and Methods,

we have validated our model by comparing it to the highest

resolution structure of rhodopsin currently available (Okada

et al., 2004). The RMSD between the positions of backbone
atoms of rhodopsin and our model is 2.2 Å. Figure 6 shows

that the only discrepancy between the two structures is in

TM1. Our observations (from movies and graphs of the
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simulations) show that TM1 is not involved in the odorant

binding.

Limitations and rationale

In this work, simulations have been carried out on a model

without interhelical loops. The absence of loops does not in-

terfere with the observed ligand–receptor dynamics and tran-
sit events within the binding pocket. This is because each

simulation proceeds from an initial docked position, which

is within the binding pocket. It is possible that the dynamic

shifting of loops during a simulation would influence the be-

havior of binding-pocket residues due to a push–pull effect

on the TM domains. The dynamic behavior (time lag to tran-

sit events) of the F262 and F205 is possibly an artifact of the

lack of loops in our model. On the other hand, since phenyl-
alanine movements are not correlated with the transit peaks,

it is possible that the dynamics of these residues are indicative

of possible active and inactive states of the OR. Our model-

ing system and simulation conditions are inadequate to

identify this.

Our simulations were also carried out in vacuum. It would

benefit studies of this nature to perform dynamic simulations

of ligands in ORs in an aqueous medium. Increasing the
parameters and degrees of freedom by including the loops

and the bilayer and modeling several thousand molecules

of water in the system, however, are prohibited by limited

available computational facilities. The transit pathway iden-

tified in our study is, however, not directly affected by either

phenylalanine.

In a recent publication, Man et al. (2004) have used a

human OR model created using homology modeling.

This model has the advantages of using a high-resolution,
X-ray–determined structural model of rhodopsin. A study

of the results of simulating OR–ligand interactions using a

homology-derived model would be interesting to identify

whether similar transit pathways are observed. Such a

model, based on structural template matching (the sequence

homology between I7 and rhodopsin is low) may, however,

introduce rhodopsin structure–specific biases into the

model. These include differences in lengths of loops (Otaki
and Firestein, 2001) and kinks (Olender et al., 2004a;

Yohannan et al., 2004) in TM helical domains. Olender and

coworkers (2004a) have studied the kinks in homology-

derived OR structures to address some of these issues.

Variations in sequence similarities across ORs and other

GPCRs also introduce rotameric bias into homology-

modeled structures of ORs (Visiers et al., 2002). The

MEMBSTRUK (Floriano et al., 2000; Vaidehi et al.,
2002) protocol devised at the California Institute of Tech-

nology uses the low-resolution electron densities of rho-

dopsin followed by ab initio techniques to model the amino

acid residue side chains. Their results have often been

used to successfully mimic experimental results (Floriano

et al., 2004).

Comparing dynamic behavior and experimental

OR activation

In discussing receptor activation trends, one should dissoci-

ate from the notion of direct comparisons of experimental

results with our observations. EOGs reflect the recorded

activity of a cascade of events in vitro or in vivo. They mea-

sure very different responses (Watt and Storm, 2001). It
should be recognized that experimental (wet) and computa-

tional modeling and simulation (dry) results can be used in

conjunction to better understand the mechanism leading to

olfactory perception. Araneda et al. (2000) graded the acti-

vation of I7 by each ligand graphically. The activation peaks

indicate, however, that the relative activations of the more

strongly activating ligands—octanal, octenal, octadienal,

tetrahydrocitral, methyloctanal, and citronellal—are statisti-
cally indistinguishable (figure 4a in Araneda et al., 2000).

Relative activations then cannot be quantified.

Our results (graphs in Figures 3–5 and on the OR-Model

website) show that theoretical intrabinding pocket interac-

tions are predictive of strong experimental binding and acti-

vation of a ligand in the OR (Araneda et al., 2000). These

interactions govern the possibility of, and isolate the pathway

by which, the ligand entering the pocket, stabilizing in it, and
then exiting. Ligand stability (and possibly, activation) is re-

stricted by steric factors such as type of substituent, branch-

ing, as well as degree of unsaturation in the carbon atom

Figure 6 The superimposition of the backbone atoms of the helical
domains of high-resolution, X-ray structure of rhodopsin (green) (Okada
et al., 2004) and rat OR I7 model used in this work (gray). No loops were
used in superimposition. A positional RMSD of 2.2 Å characterizes this
superimposition.
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chain. Our studies show that citral and 2,5,7-trimethyl-2,6-

octadienal fail to stabilize in the binding pocket of the I7

model or show a definite exit pathway. Experimentally, they

fail to activate rat I7.

Energy profiles

The energy profiles in Figures 7 (for n-octanal) and 8 (for

2,5,7-trimethyl-2,6-octadienal) indicate that the system

stabilizes as the molecular dynamics simulation proceeds

without any instability that causes the ligand to escape the

OR-binding pocket. The stability of the energy profile indi-
cates that the system is stable at the simulation temperature.

During our short runs, we have identified a definitive disso-

ciative pathway through the ligand’s binding pocket. This

dissociation is nonrandom. Our energy profiles of the simu-

lations show that the exit events take place even after the sys-

tem’s energy has stabilized. We have resolved energies into

Coulombic and van der Waals to identify that the delinking

of the Lys164–ligand electrostatic interaction is not an arti-
fact of increased system energy. We have shown this consis-

tently for 10 ligands of varying substituents and levels of

unsaturation.

Since, in most cases, the energy profile levels off after 120 ps

(most of the exit peaks having occurred before that), one

might surmise, that under the given simulation conditions

for out OR–odor system longer simulation times would

not add to the conclusions drawn. The energy characteristics

of octanal, octenal, and octynal show a decline in energies

but no leveling off. Clearly, the simulation times of 100 ps

are inadequate. The isolation of the exit pathway that is

repeated for two exit events for each of these ligands and
the other seven is the primary conclusion of this work.

Conclusions

We carried out simulation studies for 10 eight-carbon atom

chain aldehydes in the rat I7 OR. I7 was the first OR iden-

tified. It is also the most studied, both experimentally and
computationally. The experimental precedence and the im-

petus for our work, was set by the results of Araneda and

coworkers (2000). Our results have shown that for a ligand

to activate a receptor, it should be dynamically stable in the

receptor-binding region. Steric factors play an important

role in such stabilizations. Our simulation runs begin with

a ligand docked in its minimum energy conformation in

the binding pocket. Our results attest to an exit pathway
from the receptor. In most of our simulations, even if the

ligand is not docked in a position for a facile exit, when

conformational changes allow it (after as long as 100 ps)

to be in the exit pathway, an exit occurs. While, with increas-

ing energy (temperature) within the docked system during

a simulation, an exit is inevitable, the pathway for exit

and the influence of specific amino acid residues from the

Figure 7 Coulombic, van der Waals, and total energy of the rat I7-octanal
system during the dynamic simulations. The Lys164–octanal carbonyl group
distance is included to highlight the energy of the system during the transit
events.

Figure 8 Coulombic, van der Waals, and total energy of the rat I7-octanal
system during the dynamic simulations. The Lys164–2,5,7-trimethyl-2,6-
octadienal carbonyl group distance is included to highlight the energy of
the system during the transit events.
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binding pocket during the exit is noteworthy. Our simula-

tions clearly show that such a path in and out of the binding

pocket exists.

One of the comparable trends between the experiments of

Araneda et al. (2000) and our work is from observations of
ligands that failed to activate the OR. Simulation trajectories

for these (experimentally nonactivating) ligands in our

model of I7 show the lack of a clearly defined transit path

and transit event, indicating that the ligand will minimally

activate the receptor. Studies such as this are likely predictors

of OR binding by ligands and consequently, OR activation.
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